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environment and development of red team capabilities to be presented in a more representative OPFOR
during the events.

PTo aid in identification of threat portrayal and test objectives, it is useful to conduct analysis
of a SUT prior to the event to identify most likely and most impactful threat actions associated with
threat actors of concern. This helps to set initial boundaries for the event and identify data collection
opportunities prior to execution in order to gather empirical evidence of cause and effect relationships
which will support post-event analysis. One approach to examine red-on-blue events is to examine
operational risk imposed by the threat of exploitation and attack of information systems supporting
operations. The Network Risk Assessment Tool (NRAT) was established to conduct such an analysis in a
structured and repeatable manner. It has been utilized for numerous studies including but not limited
to command and control systems for U.S. Pacific Command (USPACOM), cyber threats to space
networks, and network vulnerability studies for systems which support Nuclear Command and Control
{NC2). The methodology and operational tool has been Tri-Service reviewed and approved.

{U) One of many critical missions relying heavily on cyberspace capabilities is that of Ballistic Missile
Defense (BMD) in the rapid identification, characterization, and sharing of BMD threats. A key portion
of the BMD mission system is the C2BMC.

{U) This report provides an initial risk assessment of the cyber threats which could potentially affect the
C2BMC system. Additionally, this report builds upon BMD cyber vulnerability studies that have been
conducted over the last several years by the National Air and Space Intelligence Center (NASIC), Defense
intelligence Agency {DIA), National Security Agency (NSA)}, U.S. Strategic Command (USSTRATCOM), and
various Service Information Operations (I0) commands. Appendix A provides a list of references for
these studies.

L | Wi o1 this report, the cyber vulnerability assessment methodology underlying the Network Risk
Analysis Tool (NRAT) is applied to the C2BMC system based on published documentation and interviews
with BMD experts. Therefore, this report delivers an initial assessment by cybersecurity analysts
without direct BMD expertise. Accordingly, the objective of this assessment is to provide a “first look”
at potential C2BMC cyber vuinerabilities and recommendations to employ the full NRAT capability with
BMD subject matter experts (SMEs) in order to deliver more specific and detailed analysis in future
experiments or exercises.

WEEEPEe| his study is intended to focus solely on a single C2BMC suite. It is understood that C2BMC is
part of a system-of-systems architecture for the larger BMDS, yet by focusing on C2BMC it is possible to
obtain additional detail and more fully understand aspects of cyber threats to the operation of this
portion of the BMDS system. This assumption shouid be carefully considered in context of the larger
BMDS system before conclusions are drawn about true risks to the overall system. But understanding
how a portion of the BMDS can be affected by credible and plausible cyber threats can be crucial to




crafting new architectures or tactics, techniques, and procedures (TTPs) to handle non-standard system
behavior and maintain mission readiness for the overall BMDS.

iR A limitation of the study is that the methodology inputs were derived from information
available through searches of the Secure internet Protocol Routed Network (SIPRNET) available websites
and limited interviews with personnel familiar with BMDS and C2BMC. The inputs used in the analysis
need to be updated with SME validated data for each aspect of the methodology.

ey NRAT is a high level analytical tool used for evaluating operational risk from cyber threat
actions against supporting information systems. The methodology uses a probabilistic risk analysis
framework to provide a rating that correlates with the relative likelihood of a threat action being
successfully perpetrated against a particular information system. This rating is based on the capabilities
and intent of potential threat actors, the effect mechanisms of the threat action, and the vuinerabilities
of the targeted information system; in this case, C2BMC.

AAWe s an operat | risk asses tool, NRAT considers two fundamental risk components:
the likelihood of a cyber attack occurring and the severity of that attack on the missions or operations
supported by the information system under attack. NRAT considers the likelihood of a cyber attack by
evaluating two questions: 1) Is there an actor that can competently execute the threat action? And 2) Is
the target information system vulnerable to that threat action? For the severity of attack success,
impact assessments are assigned from the attack influences on services and data provided by the
information system followed by an impact assessment to the missions following a loss of service or data
security. Figure 1 below illustrates the general framework used to compute likelihood and severity to
assess the operational risk. Refer to the NRAT Analyst Manual for detailed explanation of the underlying
methodology. '

} USSTRATCOM 186 (2010). Network Risk Assessment Tool (NRAT} Analyst’s Manual for App Ver. 3.3 Revision 0















































































(U] Real Time Monitoring — The ability to monitor system activity in real time. Particularly, the ability to
distinguish normai activity from threat action or pre-action activity. This includes consideration of
intrusion detection or prevention systems as well as characteristics of the human components of system
security.

{U) Latent Monitoring — The ability to post-process system activity and identify tempora!l performance
trends or other subtle indicators of a “low and slow” threat action profile.

(U) Physical Security — The control of the physical space of information system companents as well as

communications to external systems, control of media and local port access, and dependencies upon

external support systems. It also includes the potential for a compromised insider to provide physical
access.

(U) Virtual Boundary - The logical access points into the information system. it includes perimeter
systems such as demilitarized zones or demarcation zones {DMZ), simple boundary devices such as
firewalls, as well as the policies and practices applied to routine communications through the boundary
such as email and web services.

(U) Privilege Regulation — The methods by which authorized users are identified and authenticated to
the system as well as the level of control and segregation of privileges among users and administrators.

(U) User Awareness - The degree to which users are aware of relevant threat profiles and to which users
comply with sound security practices. This includes consideration of the effectiveness of education,
monitoring, supervision, and policies.

(U) Trusted Applications & Operating Systems — The degree to which application and operating system
software are controlled, screened, and trusted. This includes patch management and software
configuration controls.

{U) Harde:  Network — The ability to resist exploitation from an unauthorized source that has
penetrated the virtual or physical boundary. This consideration is particularly oriented toward controls
on network hardware.

(U} System Recovery — The ability to restore system operation following a compromise. This includes
red lancies built into the system, the timeli  ; of system and data backups, and other potential
means of consequence mitigation.

(U} intent — The desire of an actor to conduct cyber operations within the context of a particular target.
This considers the level of tensions that may exist between the actor and the target, the actor’s
perception of obtaining a payoff, and the perceived likelihood and consequences of potential
retribution.
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{U) Activity ~ The degree to which the actor is active in the target’s information domain. This includes
experience with or knowledge of previous cyber attacks, cyber probes, and traditional intelligence
collection activities or ¢, . rtunities.

{U) Logical Access — The ability of the actor to exploit an information system to gain access and
privilege.

{U} Physical Access — The ability of the actor to gain physical (contact or proximity) access to an
information system either by exploiting authorized insiders or directly by other unauthorized means.

(U) Technical Expertise — The ability of the actor to possess or acquire the knowledge, skills, and
resources to conduct threat actions. In general, greater technical expertise indicates an actor is capable
of developing and executing more sophisticated threat actions.

e ability for the threat action to be detected as it occurs. That s,
the degree to which the threat action is “noisy.”

(U) Persistent Detectability — The ability for the threat action to be detected by latent means, such as
system log reviews. This includes threat actions that are required to have precursor artifacts (i.e.
configuration changes, system setting changes, etc.) on the target system for a period of time prior to
actual execution of the threat action or to be present on the system for an extended period of time
following execution in order to sustain an effect.

{U) Physical Access — The degree to which the threat action requires physical proximity to the target
system or has elements that are physically detectable, such as electromagnetic emanations.

(U) Logical Access - The degree to which the threat action requires an opposed penetration of a logical
perimeter into the target system.

(U) User Manipulation - The deg  to which the threat action requires the unwitting participation
{action or inaction) of authorized system users in order to be effective. This also considers the degree to
which the threat action leverages masking, spoofing, or implied trusts to exploit the system's user(s).

(U) Malicious Code ~ The sophistication of the code or techniques used in the threat action. This
includes consideration of the originality, complexity, and degree to which the code is specific to the
target environment.

(U) Network Exploitation — The breadth and depth to which the threat action must traverse or otherwise
influence the target system in order to be effective. This includes the number and nature of
components that must be compromised.

(U} Required Privilege — The level of privilege that the threat action must attain in order to be introduced
and executed.
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{U) Effect Duration - The requirement for the threat action to sustain some effect over a period of time
in order to be considered successful. The difficulty of this requirement may be mitigated by the degree
to which the capability uses misdirection, masking, spoofing, or other means to confuse discovery,
diagnosis, and recovery processes.
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